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Abstract—Locomotion activity recognition (LAR) is impor-
tant for a number of applications, such as indoor localization,
fitness tracking, and aged care. Existing methods usually use
handcrafted features, which requires expert knowledge and is
laborious, and the achieved result might still be suboptimal. To
relieve the burden of designing and selecting features, we propose
a deep learning method for LAR by using data from multiple
sensors available on most smart devices. Experimental results
show that the proposed method, which learns useful features
automatically, outperforms conventional classifiers that require
the hand-engineering of features. We also show that the combina-
tion of sensor data from four sensors (accelerometer, gyroscope,
magnetometer, and barometer) achieves a higher accuracy than
other combinations or individual sensors.

Index Terms—Activity recognition, autoencoder, deep learning,
motion state recognition, neural network, smartphone sensor.

I. INTRODUCTION

HUMAN activity recognition is important for a large
number of applications, such as indoor localization,

transportation mode detection, smart hospitals or factories,
home automation, targeted advertising, and pervasive gaming.
Methods for activity recognition can be divided into two cat-
egories: 1) ambient sensing methods and 2) mobile/wearable
sensing methods. The ambient sensing methods make use of
an infrastructure (e.g., a network of video cameras or wire-
less access points) to sense human activities. For instance,
nowadays closed-circuit television systems can be used to
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detect human activities by exploiting computer vision tech-
niques, such as feature extraction, movement detection, and
trajectory analysis [2]. Also, human activities can be rec-
ognized by utilizing wireless signal attenuation, fading and
propagation characteristics within the coverage area of wire-
less transceivers [3]. Mobile/wearable sensing methods are
usually based on sensors built in modern smart devices [4],
such as accelerometer, gyroscope, magnetometer, and barom-
eter. Nowadays, the mobile/wearable sensing methods have
become very popular due to two reasons. First, they have no
coverage limit and hence can work anywhere. Second, they
are more widely available because of the advent of sensor-
rich smart devices, such as smartphones, smart watches, and
smart glasses.

Human activities can be categorized into different types [5],
including locomotion (e.g., walking, running, standing, and
still), exercise (e.g., cycling and playing soccer), health related
activities (e.g., falls, rehabilitation, and following routines),
daily activities (e.g., shopping, using computer, sleeping, going
to work, and attending a meeting), and so on. In this paper,
we focus on the recognition of locomotion activities, which is
important for many applications, such as indoor localization
(especially using pedestrian dead reckoning method), energy
expenditure, fitness tracking, and aged care.

Generally, locomotion activity recognition (LAR) involves
data preprocessing, segmentation, feature extraction, feature
selection, modeling, and classification. The collected sensor
data are preprocessed to filter out random noise, and then
segmented into sequences. From these sequences, different
features are extracted and the relevant ones are selected.
Then, the selected features are used to train a classifica-
tion model, after which new unlabeled data can be classified
using the trained model. A major challenge of LAR is the
hand-engineering and selection of features. The classification
performance depends highly on the relevance of the used fea-
tures. For example, using only the magnitude of acceleration,
the classifier might confuse walking with running when the
user swings her phone while walking, whereas this can be cor-
rectly classified by leveraging frequency features. To ensure a
classifier works properly, one can extract as many features as
possible from different domains, such as statistical domain,
frequency domain, and time domain. However, more features
do not necessarily improve the classification accuracy, but will
increase computational cost. Therefore, it is important to select
appropriate features through certain feature selection meth-
ods, such as filters and wrappers [6]. Although the selected
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features can improve the classification rate, but existing fea-
ture selection methods are not robust enough [7]. A small
data perturbation will lead to quite different sets of features.
Overall, LAR using handcrafted features requires laborious
human intervention and expert knowledge, and might still
achieve suboptimal performance.

In this paper, we propose a deep learning method for LAR,
which consists of stacked denoising autoencoders [8]. This
is motivated by the success of deep learning in different
domains [9]–[14], especially in acoustic modeling since acous-
tic signals are similar to smartphone sensor signals in terms
of temporal fluctuations. Stacked autoencoders is a commonly
used feature learning method, which is capable of learning
useful features in an unsupervised manner [15]. To make the
learned features more robust, we use stacked denoising autoen-
coders in this paper. To the best of our knowledge, this is the
first work to apply stacked denoising autoencoders for LAR.

Compared with conventional machine learning techniques
using handcrafted features, the main advantage of our method
is the automation of feature learning, which eliminates the
need for the hand-engineering of features. Moreover, the
proposed method can make use of unlabeled data for model
fitting in an unsupervised pretraining phase, which is espe-
cially useful when labeled data are scarce. In addition, unlike
existing works based on smartphone, which use accelerometer
data only or few types of sensor data, our method takes advan-
tage of four types of sensor data, i.e., data from accelerometer,
gyroscope, magnetometer, and barometer. Experimental results
show that the combination of the four types of sensor data
achieves better performance than that using few types of sen-
sor data. As will be shown, our method outperforms previous
works, achieving a high recognition rate of about 94% as
measured by F-measure.

The remainder of this paper is organized as follows.
Section II reviews the related literature. In Section III, we
present the architecture of the proposed method, and then
introduce locomotion activities of interest, data preprocessing,
segmentation, and the deep LAR model. The experiments and
results are presented and discussed in Section IV. Finally, the
conclusions are drawn in Section V.

II. RELATED WORK

A. Locomotion Activity Recognition

LAR can be categorized as ambient sensing methods and
mobile/wearable sensing methods. Ambient sensing meth-
ods are based on an infrastructure, such as a network
of video cameras, wireless access points, and cell towers.
Vision-based activity recognition, which has been studied
for decades [2], [16], involves labeling image sequences or
videos with different activities. Global system for mobile
(GSM) has also been used for recognizing human activi-
ties by using the signal fluctuation information between the
receiver and the cell tower [17], which can distinguish human
activities, such as driving, walking, and remaining station-
ary. Similar to GSM, WiFi signal strength has been applied
for recognizing activities, gestures, and environmental situ-
ations [18]. Recently, many researchers have demonstrated

the feasibility of detecting activities from WiFi channel status
information (CSI) [19], [20]. The advantage of these ambient
sensing methods is their nonintrusiveness, making these meth-
ods especially suitable for security-related applications such as
intrusion detection. However, their coverage is quite limited
and they are hardly capable of capturing people’s continuous
activities.

Compared with ambient sensing methods, mobile/wearable
sensing methods which are based on mobile/wearable devices,
such as smartphones, smart watches, and smart bands, do not
have the coverage limitation. Nowadays mobile/wearable sens-
ing methods [21] have become very popular due to the advent
of mobile/wearable computing era. Modern smart devices
integrate a number of sensors that can be used for activity
recognition, including accelerometer, gyroscope, magnetome-
ter, barometer, microphone, and light sensor. Among these
sensors built in smart devices, the accelerometer is one of the
most widely used [22] since it allows recognizing a variety of
activities. Other motion-related sensors [6] such as gyroscope,
magnetometer, and barometer, are often jointly used to com-
plement the accelerometer. In this paper, we focus on LAR
using smartphone sensors due to the ubiquity of smartphones,
and investigate the performance of different combinations of
sensors for recognizing locomotion activities.

B. Deep Learning for Feature Learning

After collecting data from wearable sensors or an infras-
tructure, different activities can be recognized by applying
different machine learning methods, such as artificial neural
network [23], logistic regression algorithm [24], combination
of neural networks and hidden Markov models [25], deci-
sion trees (DTs) [26], support vector machines (SVMs) [27],
and conditional random fields [28]. While these conventional
classifiers can be used to recognize different activities, their
performance relies mainly on the suitability of handcrafted
features of data. The design of these features requires expert
knowledge and is a difficult and laborious task. For example,
to achieve a satisfactory accuracy in LAR, one must con-
sider extracting features of different types, such as statistical
features (e.g., mean, variance, range, maximum, and mini-
mum), frequency-domain features (e.g., Fourier transform),
and time-domain features (e.g., autocorrelation coefficients).
After the onerous task of feature extraction, a proper fea-
ture selection method [e.g., correlation-based feature selection
(CFS) and sequential forward selection] is essential to guar-
antee an acceptable recognition performance. The feature
extraction and selection processes not only involve laborious
human intervention but also poorly generalize to other problem
domains.

Deep learning methods have been proposed to extract fea-
tures of data automatically, and have been applied in different
application domains, such as image classification [12], natural
language processing and speech recognition [11], and play-
ing games [10]. The commonly used deep learning methods
include stacked autoencoders [15], deep belief networks [31],
convolutional neural networks [12], and recurrent neural
networks [33]. These methods are originally proposed for
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Fig. 1. Architecture of the proposed method.

TABLE I
TYPES OF LOCOMOTION ACTIVITIES

image classification, natural language processing and speech
recognition, but they can also be applied to human activity
recognition. Indeed, deep learning methods have been used
for activity recognition in a few recent works [34], [35], [37].
In this paper, we investigate the application of stacked denois-
ing autoencoders for LAR based on four types of smartphone
sensor data.

III. SYSTEM DESIGN

A. Architecture

The architecture of the proposed method for LAR with deep
learning is shown in Fig. 1. It consists of data collection,
preprocessing, segmentation, feature learning, and activity
recognition steps. In the data collection step, accelerome-
ter readings, gyroscope readings, magnetometer readings, and
barometer readings together with their respective timestamps
are recorded. In the following, we first introduce the locomo-
tion activities of interest, and then elaborate the key steps of
our method.

B. Locomotion Activities

We define eight types of locomotion activities that are criti-
cally important for indoor localization methods such as pedes-
trian dead reckoning, namely Still, Walking, Running, False
Motion, Upstairs, Downstairs, UpElevator, and DownElevator,
as shown in Table I. Seven of these activities are used in our
previous work [6], but we add one new activity called False
Motion, which means that the user remains still while using
her phone for texting, watching movies, playing games, and so

Fig. 2. Instability of sampling time interval.

on. These activities have an important influence on the estima-
tion of pedestrian step length and the detection of landmarks
within indoor localization methods.

C. Preprocessing

To combine data from different sensors for activity recog-
nition, we need to align these sensor data according to their
respective timestamps. It is observed that the sampling rate
for the same sensor is not stable, as shown in Fig. 2. The
time interval between the two neighboring samples of the
accelerometer fluctuates from 7 to 72 ms, and it is the same
case for the gyroscope, magnetometer, and barometer. In order
to make the number of samples within a fixed time window sta-
ble, we use the spline interpolation to generate samples with a
fixed sampling time interval. After this interpolation, we obtain
64 samples for each sequence of the accelerometer readings,
gyroscope readings, and magnetometer readings, and 32 sam-
ples for the sequence of the barometer readings. The reason
why the size of the sequence of barometer readings is smaller
than the other sequences is that its sampling rate is much lower
when set in the same sampling level (we set the sampling level
in the Android app as the SENSOR_DELAY_GAME level for
all the four sensors).

To reduce the correlation between adjacent sensor readings,
we conduct the zero components analysis whitening opera-
tion [38] on the readings from the accelerometer, gyroscope,
magnetometer, and barometer. This is to discover interesting
regularities in the data by forcing the model to focus on higher
order correlations [39].

D. Segmentation

Activity recognition cannot be done by using only a sin-
gle data point as it cannot reflect the movement of a user.
Therefore, we partition the sensor readings into sequences
or segments according to a certain time frame. We consider
four types of sensor readings in this paper, including read-
ings from the accelerometer, gyroscope, magnetometer, and
barometer. From the accelerometer readings, we can obtain
three sequences {saccx

i , s
accy
i saccz

i }. Each sequence corresponds
to the readings along one axis. These sequences are created
using a sliding window as follows:

saccx
i = [

accx
t , accx

t+1, . . . , accx
t+K−1

]
(1)

s
accy
i = [

accy
t , accy

t+1, . . . , accy
t+K−1

]
(2)

saccz
i = [

accz
t , accz

t+1, . . . , accz
t+K−1

]
(3)
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where K is the sequence size, which is 64 in this paper (cor-
responding to 2 s). It should be noted that the value of K is
important for accurately recognizing different activities. A too
small value may not precisely capture the full characteristics of
the activity, while a too large sequence may include more than
one activity. Similarly, we can obtain sequences {s

gyrox
i , s

gyroy
i ,

s
gyroz
i } from the gyroscope readings, {smagx

i , s
magy
i , s

magz
i } from

the magnetometer readings, and {spres
i } from the barometer

readings.

E. Deep Learning for Locomotion Activity Recognition

In this part, we describe the proposed method based on
the stacked denoising autoencoders [8]. The denoising autoen-
coder is an extension of the autoencoder [40], [41], which can
discover more robust features and prevent it from simply learn-
ing similarly uninteresting ones. A denoising autoencoder is
trained to reconstruct the original input from a corrupted ver-
sion of it. Let xi represent the input vector at time i, which
consists of partitioned sequences of sensor readings, namely

xi =
[
saccx

i , s
accy
i , saccz

i , s
gyrox
i , s

gyroy
i

s
gyroz
i , smagx

i , s
magy
i , s

magz
i , spres

i

]T
(4)

where xi is an M × 1 vector (M equals to 608 in this paper).
The size of the sequence of spres

i is 32 while the size of other
sequences is 64. Each element of xi corresponds to an input
unit in the input layer. These input units are then corrupted
into x′

i by using a stochastic mapping q, namely,

x′
i = q(xi). (5)

In this paper, we do the corruption operation by adding the
masking noise [8], which involves forcing a fraction ν of xi

to be 0 (we set ν to 0.5 in this paper).
The proposed method uses stacked denoising autoencoders

for LAR, which consists of multiple layers of denoising
autoencoders in which the output of each layer is used as
the input of the successive layer. We first explain the principle
of a denoising autoencoder. It has two processes: 1) encoding
and 2) decoding. In the encoding process, the input vector
is transformed into features in a hidden layer, which can
be reconstructed to approximate the input in the decoding
processing. The learning process is done by minimizing the
reconstruction error between the input data and its reconstruc-
tion. The encoding is done by applying a sigmoid function f
to the input

a = f
(
W1x′

i + b1
)

(6)

where W1 is an N × M encoding matrix, a and b1 are
N-dimensional activation vector and bias vector, respectively.
N is the number of units in the hidden layer, and M is the
number of input units. The decoding is done by conducting a
similar process, namely,

x̂i = g(W2a + b2) (7)

where W2 is an M × N decoding matrix, and b2 is an M-
dimensional bias vector. x̂i is the reconstructed vector of
the input vector xi and g is also a sigmoid function. The

minimization of the reconstruction error can be done by
minimizing the square error loss function L(xi, x̂i), where

L(xi, x̂i) = 1

2

M∑

j=1

∥∥xj − x̂j
∥∥2

. (8)

It should be noted that the error computation in the denoising
autoencoder is exactly the same as in the autoencoder. In other
words, the error computation uses the original input rather than
the corrupted version.

To enable the stacked denoising autoencoders to work even
when the number of hidden units is large (e.g., the default
number of hidden units is 1000, which is larger than 608—the
number of input units), we apply a sparsity constraint to the
activation function. Therefore, the cost function is written as

Jdae = L(xi, x̂i) + β

N∑

j=1

KL
(
ρ

∣∣
∣
∣∣
∣ρ̂j

)
(9)

where KL(ρ||ρ̂j) = ρ log(ρ/ρ̂j)+(1−ρ) log [(1 − ρ)/(1 − ρ̂j)]
is the Kullback–Leiber divergence [42] between the sparsity
parameter ρ (we set ρ = 0.05) and the average activation ρ̂j

of hidden unit j. β is the sparsity penalty (which is set to 1 in
this paper), and N is the number of hidden units.

The stacked denoising autoencoders learns features in an
unsupervised manner by using the greedy layer-wise training
method [43]. The training process of the stacked denoising
autoencoders starts by training the first layer on the input to
learn the features in the first hidden layer. Similarly, this opera-
tion is repeatedly conducted for subsequent layers to finish the
whole training process. After the layer-wise training, a fine-
tuning operation is followed to optimize the parameters of all
layers through backpropagation, which will further improve
the results.

At the top of this network is a softmax classifier, which is
used to classify the activities of interest. These activities are
denoted by Aj (j = 1, 2, . . . , 8). Then, the activity recognition
by the softmax classifier can be written as

p
(
y = Aj|xi; θ

) = eθT
j xi

∑8
k=1 eθT

k xi
(10)

where θ is the parameter vector of the network.
The pseudo-code for the LAR using the stacked denoising

autoencoders is described in Algorithm 1. It starts with data
preprocessing and segmentation. Then the network is trained
to learn useful features in a layer-wise manner. The feature
learning process is conducted on the unlabeled training dataset,
which means that there is no need for label information of
activities. After the layer-wise training, a fine-tuning operation
using labeled dataset is followed to optimize the parameters
of all layers through backpropagation, which will improve the
results. Note that the corruption operation is only used for
the initial denoising training of each individual layer to learn
the parameters of the network. However, there is no corruption
for producing the output that will serve as the input of the next
layer.
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Algorithm 1: Deep LAR Method

Input : Unlabeled training dataset Dunlabeled = {Xu
i },

labeled training dataset Dlabeled = {Xtr
i , Ytr

i },
unlabeled testing dataset Dtest = {Xte

i }
Output: Activity labels Aj of the unlabeled testing data

1 // Initialization:
2 Initialize the parameters W and b for each layer
3 Stabilize the number of samples witin a certain time

period for each type of sensor readings using the spline
interpolation

4 Apply the zero components analysis whitening to each
type of sensor readings

5 Segment the whitened data into sequences, and obtain the
input vector xi

6 // Unsupervised training on unlabeled training dataset
Dunlabeled:

7 repeat
8 Corrupt the input vector by adding masking noise

and obtain x′
i

9 Train the l-th layer of the stacked denoising
autoencoders using the corrupted data sequences,
and obtain the network parameters θ l

10 Compute the output of the l-th layer by using the
learnt parameters θ1:l on the uncorrupted input,
which will feed to the l + 1-th layer as input

11 until l + + == Nl;
12 Use labeled dataset Dlabeled to train the top layer by the

softmax classifier
13 Fine-tune the entire network through backpropagation
14 // Testing:
15 Use the trained network to predict the labels A of dataset

Dtest

IV. EXPERIMENTS AND RESULTS

A. Experimental Setup

The proposed LAR method was evaluated by a series
of experiments. Twelve volunteers were recruited to con-
duct these activities defined in Table I with a Samsung
Galaxy S III phone in hand. Table III shows the height and
gender of the participants. All participants were healthy, and
aged between 25 and 35. In this paper, we consider only the
case that the phone is carried in the hand. Readers who are
interested in the effect of different poses on the classification
accuracy are referred to [6] and [44].

During the experiments, the ground truth labels were
recorded by an app we developed for this research. Before
conducting an activity, the participant was asked to select
the activity on the app to record the corresponding ground
truth labels. The data we collected included readings from the
accelerometer, gyroscope, magnetometer, and barometer. To
precisely evaluate the accuracy of our LAR method, we man-
ually modified the labels that were mistakenly selected during
experiments and removed noise between the transition of two
activities (e.g., from taking an elevator to walking). The data
size is shown in Table II. After the spline interpolation, the

TABLE II
SIZE OF INPUT DATA (3 INDICATES CONSIDERATION FOR THREE AXES)

TABLE III
USER PROFILE

TABLE IV
LIST OF HYPERPARAMETERS FOR DEEP NETWORKS

dimension of each input sequence for 2 s time interval is 608
for the combination of four types of sensor readings.

B. Hyperparameter Settings

Table IV gives a list of the hyperparameters we considered
in this paper. To reduce the selection space, we let all the
hidden layers share the same number of units, the same learn-
ing rate, and the same noise level. It should be noted that the
bold value for each hyperparameter is used in the following
analysis when there is no mention specifically.

C. Classification Performance

The evaluation metrics we used were precision, recall, and
F-measure [45]. The precision for an activity is the number
of correctly labeled segments (true positives) divided by the
total number of segments labeled as belonging to this activity
(the sum of true positives and false positives). The recall is
defined as the number of correctly labeled segments divided
by the total number of segments that actually belong to this
activity (which is the sum of true positives and false negatives).
The F-measure is a measure of testing accuracy that considers
both the precision and the recall.

The fivefold cross validation method was used to verify the
performance of the proposed method. All data sequences were
randomly divided into five groups of the same size, where one
group was retained as the validation data for testing the model
and the remaining four were used as the training data. The
cross validation process was repeated five times with each of
these five groups used exactly once as the testing data.

We first analyze the performance of the proposed
method for recognizing each activity, which is shown in



2090 IEEE INTERNET OF THINGS JOURNAL, VOL. 5, NO. 3, JUNE 2018

Fig. 3. Recognition performance for each activity. A network of two layers
and 1000 neurons for each layer is used. The input vector consists of the
readings from the accelerometer, gyroscope, magnetometer, and barometer.

TABLE V
CONFUSION MATRIX OF TESTING (TWO LAYERS,

1000 NEURONS FOR EACH LAYER)

Fig. 3 and Table V. Generally, the locomotion activi-
ties involved with vertical movement (A5-Upstairs, A6-
Downstairs, A7-UpElevator, and A8-DownElevator) have
poorer performance than the horizontal locomotion activities
(A1-Still, A2-Walking, A3-False Motion, and A4-Running).
This is because vertical locomotion activities are more likely to
be misrecognized as other activities. As can be seen in Table V,
115 out of 1167 segments of Upstairs are incorrectly classi-
fied as Walking, and 130 out of 933 segments of Downstairs
are wrongly recognized as Walking. The main reason for this
misrecognition is that Upstairs and Downstairs share similar
characteristics as Walking. UpElevators and DownElevators
are also easily misrecognized as Walking since the users may
not remain still when taking an elevator. Another possible rea-
son for other activities being misrecognized as Walking is
that the training dataset is unbalanced. Walking activity has
more samples than other activities, and thus the classifica-
tion results are biased toward Walking activity. The overall
F-measure accuracy of the proposed method using two layers
with 1000 neurons per layer is 94.04%. In the following, we
use F-measure as the performance metric to evaluate the effect
of different settings and parameters.

D. Combination of Different Sensors

While most existing research works use only the accelerom-
eter readings for activity recognition, we investigate the
performance of activity recognition algorithms using differ-
ent types of sensors and their combinations (Table VI). In
general, the more types of sensor readings combined, the bet-
ter the recognition. Specifically, combining the accelerometer
readings, gyroscope readings, magnetometer readings, and the
barometer readings achieves the best accuracy (94.04% as
measured by F-measure). The combination of the accelerome-
ter, magnetometer, and barometer outperforms other combina-
tions when using only three types of sensors. The integration

TABLE VI
PERFORMANCE COMPARISON OF USING DIFFERENT TYPES OF SENSORS

Fig. 4. (a) Per-activity recognition performance for different combinations
of sensors. (b) Performance comparison of using frequency-domain features
and time-domain features (two layers, 1000 neurons for each layer).

of the accelerometer and the magnetometer outperforms other
combinations of only two types of sensors. When considering
individual sensors, the accelerometer achieves a better recog-
nition performance than the other sensors. In the following, we
use the combination of four types of sensors for analyzing the
performance of different network settings and the influence of
different parameters.

It is also interesting to see how the addition of a type
of sensors affects the classification accuracy of each activ-
ity. Therefore, we compare the performance of each of the
best combinations for each activity, as shown in Fig. 4(a).
The combination of the accelerometer and the magnetome-
ter can significantly improve the classification for Still (A1),
Running (A3), UpElevator (A7), and DownElevator (A8)
compared to the results using only the accelerometer. The
addition of the barometer further enhances the accuracy for
UpElevator and DownElevator. The introduction of the gyro-
scope increases the recognition rate for Upstairs (A5) and
Downstairs (A6). Overall, the combination of all four sensors
achieves the best accuracy on average.

E. Frequency-Domain Feature Analysis

The transformation from raw time-domain data to
frequency-domain data has been shown in the literature to
improve the activity recognition accuracy [46]. We consider
preprocessing raw data using the fast Fourier transform, spec-
trogram analysis, cepstrum analysis, power spectral density,
and discrete cosine transform, respectively. We compare the
results of conducting these transforms on the accelerometer
data only and on the combination of four types of sensors
(accelerometer + gyroscope + magnetometer + barometer).
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Fig. 5. (a) Influence of using different number of layers on the recogni-
tion performance per activity (500 neurons per layer). (b) Influence of using
different number of neurons per layer on the recognition performance per
activity.

TABLE VII
PERFORMANCE COMPARISON OF USING DIFFERENT NUMBER

OF LAYERS (500 NEURONS FOR EACH LAYER)

As shown in Fig. 4(b), the best accuracy is achieved by
using spectrogram coefficients as input when using only the
accelerometer readings. However, when the input consists of
readings from all four sensors, our results do not support
the previous findings that frequency-domain features lead to
superior recognition performance. On the contrary, the recog-
nition accuracy obtained by time-domain features is better than
the accuracy of all frequency-domain features. It also demon-
strates that the recognition using the combination of sensors
outperforms that using the accelerometer only in all cases.

F. Sensitivity of Parameters

In this section, we analyze the sensitivity of important
parameters, including the number of layers, the number of neu-
rons per layer, masking noise level, segment size, and training
completeness. Other parameters such as the learning rate α,
the weight of sparsity penalty term β, and the number of pre-
training epochs are simply set to the default values as shown
in Table IV, which are empirically determined.

1) Number of Layers: Fig. 5(a) and Table VII show the
classification accuracy of each activity by using different
number of layers. It turns out that the number of layers
does not have a significant influence on the performance of
LAR. Having more layers does not necessarily increase the
performance, but would raise the computational cost. This
may be because the data segments of some activities are not
sufficient to train a complex network with more layers.

2) Number of Neurons: Table VIII shows the influence of
the number of neurons on the classification performance. The
increase of the number of neurons improves the classification
accuracy. Specifically, a performance improvement of 1.28%
is achieved by increasing the number of neurons from 200 to
500. The increase trend continues until the number of neu-
rons reaches 1500 at which point increasing the number of

TABLE VIII
PERFORMANCE COMPARISON OF USING DIFFERENT

NUMBER OF NEURONS (TWO LAYERS)

Fig. 6. (a) Influence of masking noise levels on the overall recognition
(two layers, 1000 neurons per layer). (b) Influence of segment size on the
recognition performance per activity.

neurons does not further improve the accuracy. The influence
of the number of neurons on the recognition performance
for each activity is shown in Fig. 5(b), which also demon-
strates the increase of accuracy over the number of neurons.
It should be pointed out that the activities A7 (UpElevator) and
A8 (UpElevator) witness a decrease when raising the number
of neurons. This is probably because the number of training
samples for A7 and A8 is not sufficient to adequately train a
complex network with many neurons (see Table V). Usually,
including more neurons means higher computational cost
and larger memory requirement. There is usually a tradeoff
between the classification accuracy and the computational cost.

3) Masking Noise Level: The masking noise level indicates
the fraction of elements of the input data that are forced to 0.
Fig. 6(a) demonstrates the influence of different masking noise
levels on the classification accuracy. The best performance
arises at around the corruption ratio (or masking noise level)
of 0.3, from which increasing or decreasing the ratio will lead
to a decrease in the classification accuracy. Note that when the
corruption ratio equals 0, the model becomes a stacked sparse
autoencoder.

4) Segment Size: To analyze the effect of segment size,
the classification was performed with segments of different
size. As shown in Fig. 6(b), the best performance is achieved
when using 2 s time interval as the segment size. Decreasing
the time interval to 1 s diminishes the per-activity recognition
rate. This is because a small time interval may not capture the
movement characteristics of users’ locomotion activities. It is
also interesting to see the decrease in the performance when
increasing the interval from 2 to 4 s, and then to 6 s. The
major reason is that increasing the segment size will decrease
the number of samples. For example, the number of samples
segmented with 4 s interval halves that segmented with 2 s
interval. Another possible reason is that a large segment size
may include data from multiple activities.
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Fig. 7. (a) Learning curve of stacked denoising autoencoders.
(b) Generalization capability of the proposed LAR model on unknown subject.

5) Adequacy of Training: We use the learning curve to ver-
ify whether our LAR model is sufficiently trained. Fig. 7(a)
shows that the cross-validation (testing) error decreases with
the increase of the number of dataset size while the training
error remains almost unchanged. The testing error decreases
dramatically when the number of used segments raises from
about 1000 to near 4000, after which it decreases gradually.
It is expected that the testing error will further decrease with
more data available, but this decrease will not be significant.
Note that when we use a small subset of data for training and
testing, the training error and testing error are calculated using
this subset, rather than the full data set.

6) Generalization Capability on Unknown Subject: To ana-
lyze the generalization capability of the proposed model on
unknown subject, the leave-one-subject-out test is used. The
data from each user are in turn used as the testing data, while
the remaining eleven users’ data are used as the training data.
This process was repeated 12 times with each user’s data being
used exactly once as the testing data. The results are shown
in Fig. 7(b), from which we can see that the performance of
the proposed model varies from user to user, ranging from
80.05% to 95.76%. The major reason for this is that different
users have different movement characteristics. The recognition
rate for user 2 and user 9 is relatively poor, probably because
their activities share less common features with other users.

G. Comparison With Conventional Machine
Learning Methods

We compare the proposed deep LAR method with the
commonly used conventional supervised machine learning
methods, including DTs, linear discriminant analysis (LDA),
K-nearest neighbors, and SVMs. In order to use these conven-
tional classifiers, we first need to define and extract features. In
this paper, we extracted statistical features (mean, maximum,
minimum, variance, and range), frequency-domain features
(the first three most dominant frequencies and energies of
discrete Fourier transform), and time-domain features (auto-
correlation coefficients and cross correlation coefficients) from
accelerometer readings, gyroscope readings, and magnetome-
ter readings. The pressure difference computed from barometer
readings was also fed to these classifiers. In total, 136 fea-
tures were extracted, including 45 features from each of
the accelerometer, gyroscope, and magnetometer data, and 1
feature from the barometer readings.

Fig. 8. (a) Performance of the benchmark classifiers without feature selection.
(b) Performance of the benchmark classifiers with the CFS method.

We compare the results of the four classifiers using the
CFS method [47] with those without using the feature selec-
tion method, as shown in Fig. 8(a) and (b). We can see that
the performance of the four classifiers changes significantly
when using different set of features. Generally, using statistical
features can achieve better performance than using frequency-
domain features and using time-domain features. The use of
the CFS method can help to achieve a better recognition rate
except for LDA since LDA usually requires to take more
features as input to achieve a relatively high accuracy.

Overall, the proposed activity recognition method performs
better than the benchmark classifiers. More importantly, it does
not require manual feature design. The performance of conven-
tional classifiers relies on the features extracted and selected,
which may vary significantly from feature to feature.

V. CONCLUSION

This paper presents a deep learning method for recogniz-
ing different locomotion activities that are relevant to indoor
localization and navigation. The proposed method based on
stacked denoising autoencoders allows to learn features of data
automatically, eliminating the need to manually design fea-
tures. Consequently, the proposed method is independent of
expert knowledge and significantly reduces the effort for man-
ual feature design. Experimental results show that the proposed
method achieves a higher accuracy than other classifiers. We
also show that using the combination of data from multiple
sensors can achieve a better activity recognition performance
than using the acceleration data only.
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